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Our main aim is to develop a secure bionmetrie recognition system lo identity individual 

person both Irises other than plhvsical or behavioral characteristiCs, One such method is iris 

recognition which is one of the nmost secure and unique fetures of any person. God has crcaled 

every individual with an exclusiVe iis patlern on this carth. The iris revognitio lechnique 

consists ofiris localization. normalization. fcature extraction and matching. Their unique leature 

ws extracted and given lo the neral netork using MATLAB Simulation lor detecting the Iris. 

The match results shows that the individual is identiied acCurately both he iris of a sanme 

Person. 
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Identity verilication and identification is becoming increasingly popular. Biometrie 

measures ||| such as recognizing onc's ingerprnts, face, iris and voice grealy help in person 

identitication authentication, andauthorization. Par of iris recognition has the high potenual and 

Don-inasive pesonal veritication. Adances in the licld have eplded the optins lo include 

biomerics such as iris and retina. Among the large set ol options,it has ben shown that the iis 

is the most accurate biometric. The iris is the elaslic, piglentcd, coNnCCive issue that controls 

the pupil. Doughman 2] proposed an irIs reeognilion system epreseniny u iris us a 

1mathenn:atical function. Mayank Vatsa proposcd a support-\ector-machine-bascd learning 

algorithnn selects locally enlhanced regions fronm cach globally enhanced image and combines 

these good-quality regions to create a single high-quality iris image [3]proposes algorithms for 

iris segmentation, quality cnhancement, ateh seore fusiol, nd indexng to improve both the 
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iwrUrRCN nd the scdol iris reeognition Further, Tlests on another set of 801 images resulted in 

false acvepl and talsc rejet rates of 0.0005°o and 0.|87% respeetively, providing the reliability 

ud auracy of the biometrie techology|s1. Leila FallahAraghi uscd Iris Recognition based on 

COraine ot discrete wavelet using Competitive Neural Network (LVÌ). A set of Edye of lris 

oiles arr uscd o build a covariance matrix by discrete wavelet transtorm using Neural 

Nework. 14). Today with the development of Artiticial Intelligence algorithm. Iris recognition 

NNem nay gain speed, hardware simplicity, accuracy and learning ability. The experimental 

results have shown the ctlectiveness of the proposed system in comparison with other prevous 

Iris teognition syslem. 
Proposed Work Flow Chart 

The conplete iris recognition system consists of 4 stages, they are image acquis1lion. 

Pre-pro'essng, Feature xracion and Malching. Figure 3.1 shows the flow diagram of Iris 

recognilion svstem. 

Image Acquisition 
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Flow Diagram of lris Recognition Systems 

This is very fisl slep of the enble process. IVhen a person wishes o be identiticd by iris 

recovnition system, his Iher eye IS first photographed. The cmera Can be positioned betwcen 

three and a halt inches and one meter lo capture the maye. loday's COmerCal iris camera 

Ivpically uscd infrared liyht to illuminate Üs Without causiny har or discomtort to the subie. 

ln the nn.unual procedure, lhe uscT lCvds to adjust the cmera lo gel the is in locus and necds to 

be uithin six to (welve inches of the cle Tus procCSs IS Dmuch more mnually intensi,e :uud 

Tcquires proper usCt Lailny to be succCsstul. We mus COnsIder that dhe occusion, hyhting. 

Dumber of pixels on the iIs are llos thaallect he imayequality. Figure 1.? shows he snple 
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Pre-Processing 

Pupil detection 

Fig, - 1.2 Sample Iris Image 

The acquired iris image has to be pre- processed to detect the iris, which is an annular 

portion between the pupil (inner boundary) and the sclera (out boundary). The first step in iris 

localization is to detect pupil which is the black circular part surrounded by iris tissues. The 

centre of pupil can be used to detect the outer radius of iris patlerns. The important steps 

involved are 

Outer iris localization 

The Hough Transform is uscd for a quick gucss of thc pupil ccnter and then the Integro 

Differential Operator is used to accurately locate pupil and limbus using a smaller search space. 

Canny Edge Detection can be uscd for detecting edges in the entire eye image and Circular 

Hough Transform for detccting outer boundary of iris by using pupil center and inner boundary 

of iris. Figure 3. I.2 shows the localizcd iris imagc. 

Fig, -1.3 Localized Iris Image 
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For the purpose of accurate texture unalvsis, it is necessary to compensate this 

detormtion, since both the inner aund outer boundaries of the iris have been detected so it is casy 

lo map he iris ring lo a rectangular block of exlure of a fixed size. The Cartesian to polar 

relerenee ranstomm suggested by Doughman authorizes equivalent rectangular representation of 

the zone of interest as shown in ligure 1.3. 

Fecd forward Network 

Fig. I.3 : Iris Rectangular Represent:ation 

Pre-processing is a step. which is perlormed to obtain iris from the eyc image. But here 

we have used standard iris database (i.e. UBIRIS database) so we have extracted features directly 

using the magcs. 
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In order lo provide an accurate rccognition of an individuals, the nmost discriminating 

inlormation present in an iris patlern has been exracted. Only the signilicunt features of the iris 

have been encoded so that comparison between temnplates is done. Below figure I.4 shows the 

feature exractionstages. 

Fig. I.4: Feature Extraction Stage 

Fced forward uctWorks consist of a serics of layers. The lrst layer has a conneetion firom 

the network input. Fach subsequent layer has a conncetion lrom the previous laycr. The fnal 

layer produces the network's oulut. 
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Eovdorward nctworks can be used for any kind of input to output mapping. A 

kedtorward network with one hidden layer and enough neurons in the hidden layers, can fit any 

inile inpul -0uiput mapping problem. 

Tr:ainlm is a network training function that updates weight and bias values according to 

levenberg- Marquardt optimization as shown in figure 1.5 

than other algoriths. 

Trainlm is ofien he lastesI backpropagation algorithm in the toolbox, and is highly 

choice superviscd algorithm, although it does require extra memory 

recommended as a first 

Input 

1 

Hidden 

10 

Output 

Training of Neural Network for Right Iris 

Qutput 

Fig. 1.5 Fecdforward Network 
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Fig. I.6 Results of training Network lor Right lris 

If the train butto) 0s pressed on he menu the neural nwork raninng (nntraintool) y ould 

De activated fronm the neural network toolbox. The result of run network is show in tiu. L.6. 

In this figure the neural nelwork alyorithm would be d1splayed wih 25 input two lavers 

With weight and bias. idden layer is 100 nd one oulput layer. AcOrdny lo the present result 
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nng 
system the epoch is 2 iterations for 100 epochs. Running time is 0.004 hours. The 

858 for 1.08e + 05 target. The gradient is 8.4le + 03 forl.00 e pcrlormanCC 0s 

Fig. 1.7 Mean square error of Feedforward NeuralNetwork 
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Llhdation check i is 0 for 6 must be displayed on to command window. According to the fig. I.6 

the 
neuralnetWork Iraining system has been accomplished and known by the user neural network 

oobos IS Very useful to simulation of this right iris recognition. 

Fig. I.8Feedforward Neural Network Gradientversus Epoch 

07 and 

The results are found by the algorithm and we can get the number of epochs used and 

which epoch gives the best result as shown in figure 1.7. As shown in fig. a plot of epoch MSE 

has been plotted. The epochs get the best validation performance at epoch no. 2. The MSEW is 

the lowest at this point and hereafier no significant changes take place and no further decrease 

takes placc. Hencc this is the bcst validation performance is 1532.6597 atl epoch 2. As shown in 

Iig. L.8. The training data are shown in the blue colour, validation is shown in blue colour, test 

data is shown in red colour and zero error is shown from the histogram. 
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Fig.1.9 Regression plots for training, testing andvalidation ofANN 

(unclusion 

The lour plots represent the training. validation. and testing dlata. The dashed linc in cach 

outputs = largets. The solid line represents the best fit lincar 

plot represcnts the perfect result 

regression Iinc betwecn outputs and targets. The R valuc is an indication of the relationship 

betwecn the outputs and targcts. IrR=I. this indicates that there is an exact lincar relationship 

betwecn outlputs and targets. If R is closc to zero, then there is no lincar rclationship betwecn 

oulpuls and targets. For this example. the training data indicates a good fit. The validation und 

test results also show R values that greater than 0.9. The scatler plot is helplul in showing that 

cerlain data points have poor fits. As shown in figure. I.9, 

The proposcd mcthodology uses Levcnberg -Marquardt lecd forward network. Tranlm 

olten the fastest back propagation algorithm in the toolbox. Accordng lo the lig. I.6 the 
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iCural nctwork traiDng system has been accomplished aund known by the user ncural network 

nx Is very uscful to simulation of this right iis recognilion TIe results are found by the 

algorithn and we can get the number of epocs Used and which epoch gives the best result as 

shown in ipure 1.7. In lhis paper gives the Iraining of ncural network lor detvction of right iris 

Iron the used databasc. 
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