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Abstract

Our main aim is to develop a secure biometrie recognition system 1o identity individual
person both Irises other than physical or behavioral characteristics. One such method s s
recognition which s one of the most secure and unique features ol any person. God has created
avery individual with an exclusive 1y pattern on this carth [he iris recognition lechnique
consists ofiris localization, normalization. feature extraction and matching. Their unique feature
wis extracted and given 1o the neural netw ork using MATLAB Simulaton Tor detecting the Iris.

The match results shows that the mdiny idual is identified accurately both the s of o same

erson

Keywords - lns recognition. localization. normalization. neural network, person

dentification. MATLAB

Introduction
Identity verificaton and identification is becoming increasingly popular.  Brometnie

measures | 1] such as recognizing one’s fingerprints, face. s and voiee greatly help m person
identification authenucation, and authorization. Pair of ins recognition has the igh potential and

non-ivasive personal veritication. Advances in the feld have expanded the opuions o include

biometrics such as irts and retina. Among the Targe set of options, it has been shown that the iris

i< the most accurate biometric Ihe iris is the elastic, pigmented, connective tssue that controls

the pupil. Doughman [2] proposed an s FCCOSNILON  sVSIem represenling an s as i
mathematical  function. Mayank  Vatsa proposcd .\‘uppm’l-\cclur-m.‘lchmc-h;m‘d [carning
algorithm selects locally enhanced regions from cach globally cnhanced image and combines

these good-quality regions to create single high-quality iris image [3] proposes aleorithims for

ris segmentation, quality enhancement, mateh score fuston, and mdexing o improve both the

LNGLISH PART = V1L Pecr Roviewod Rererred and UG Listed Jowrnal Noo - 40770



VOLUNE - NTHOISSUE 10 APRIE < IUNE - 2024

AJANTA - IS_S_N 2277 - 5730 - I:\Il‘.\("[ F"“ ‘_'I'()R - 7.428 (ww \A\V.sj_iiI'uc_ln!r'.cmnr)kr_#_ .A\I’:‘)

aceuraey and the speed of s recogmtion Farther, Tests on another sct ol 801 images resulted in
false aceept and false reject rates of 0.0005% and 0.187% respeetin cly. providing the reliabihity
and accuracy ot the brometne technology|S] Leila FallahAraght used Iris Recognition based on

covatiance of diserete wavelet using Competitive Neural Network (LVQ). A sel of Edge of s

profiles are used o build a covarianee: matrix by diserete wavelet transform using Neural

Network. [4] Today with the development of Artificial Intelligence algorithm. [ris recognition

sustem may gan speed. hardware simpheity. acearacy and learning abihty. The experimental

results have shown the effectiveness of the proposed systeni in comparison with other previous

IS recogniiion system.

Proposed Work Flow Chart

The complete wis recognition system consists ol 4 stages. they are image acquisttion,

Pro-processing, Feature extraction and Matching. Figure 3.1 shows the fow diagram ol [ris

l\‘\'\‘l_‘lllll\\ll svstenm.
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Flow Diagram of Iris Recognition Systems

Image Acquisiton
s 1s very fiststep ol the enlire process When a person wishes to be identified by ans

recoonition system, hus her eye s first photographed. Ihe camera can be positioned between

three and a half inches and one meter to-capiure the image. Today’s commercial s camera

tvpically used intrared hieht to dummate s without causing harm or discomtort to the subject.

In the manual procedure, the use needs to adiust the camera o eet the s e focus and needs o

be within six to twehve inches of the camera. [his process is much more manually mtensinve and

FCqQUIres Proper uscr g o he succeesstul. We must constder that the occlusion, hehting,

number ol |1|\\‘[\ on the s are Lactors that altect the l!llhl‘.’\‘t]llillll_\‘. Frgure 1.2 shows the ,\;nnlllg

s HNaLesS
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Fig. - 1.2 Sample Iris Image

Pre-Processing
The acquired iris image has to be pre- processed 1o deteet the iris, which 1s an annular
portion between the pupil (inner boundary) and the sclera (oul boundary). The first step in iris
ack circular part surrounded by iris tissues. The

localization is to detect pupil which is the bl
atterns. The important steps

centre of pupil can be used 1o detect the outer radius of iris p

mvolved are
[ Pupil detection

2 Outer iris localizauon

The Hough Transform is used for a quick gucss of the pupil center and then the Integro-
Differential Operator is used (o accurately locate pupil and limbus using a smaller search space.
Canny Edge Detection can be used for detecting cdges in the entire ¢ye image and Circular
Hough Transform for delecting outer boundary of iris by using pupil center and inner boundary

of iris. Figure 3.1.2 shows the localized iris image.

{

Fig.- 1.3 Localized Iris Image
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Normalization
necessary Lo compensate this

For the purpose of accurate texture analysis, 1018
deformation. since both the inner and outer boundaries of the ins have been detected so it s casy
to map the iris ring o a rectangular block of texture of 4 fixed size. The Cartesian o polar
alent rectangular l'cprcscnmlinn of

reference transtorm suggested by Doughman authorizes equiv

the zone ol interest as shown in figure 1.3

M

Fig. 1.3 : Iris Rectangular Representation
Pre-processing is i step. which isperformed to obtain iris from the eye image. But here
we have used standard iris database (i.c. UBIRIS database) so we have extracted features directly
using the images.
In order to provide an accurate recognition ol an individuals. the most discrimimating
information present in an irls pattern has been extracted. Only the significant fcatures of the ins
have been encoded so that comparison between templates is done. Below figure 1.4 shows the

feature extractionsages.

el -

Iig. [.4: Feature Ioxtraction Stage

FFeed forward Network
Feed forward networks consist ol a series of Tayers. The first Layer has a connection from
the network input. Fach subscquent layer has o connection from the previous layer. The final

Liyer produces the network’s outpul
0
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ultm ward

networks s eiel far : »
s can be used for any kind ol input to output mapping. A

o neWOrkK W .
h\.dml\\.lul petwork with one hidden layer and enough neurons m the hidden layers. can fit any

’nplll

o output mapping proble
fnite | | pping pre blem.

Trainim s network training function that updates weight and bias values according 10

~ Marquardt optimization as shown in figure 1.5

| evenbere
Trainlm 18 often the fastest backpropagation algorithm the toolbox. and 15 highly
Ct‘\‘““m“d“i as a first - choiee supervised algorithm. although 1t doces require extra Memory
(han other algorithms.
Hidden Qutput
nput ' .
v W . p
AR y/
Ly |
1 b |

Fig. 1.5 Feedforward Network

Training of Neural Network for Right Iris

1.6 Results of (raining Network for Right Tris

I the train button 15 |)|‘c~wd on the menu th

be activated from the neural petwork toolbox.

ral network alpo

Iig.
¢ neural network traming, (nntraintool) would
l.0.

The resultofuram qetwork is show in fig.
In this figare the neu thm would be displayed with 25 mput two fayers
1 resull

idden layer1s 100

and one ouput laycer Accordimy to the presen

witle werght and bias. I
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2 iterations for 100 epochs. Running time is 0.004 hours. The

, system the ¢poch s 2
03 forl.00 ¢ - 07 and

ining
[ e , . o
f ance is 858 tor 1.08¢ + 05 target. The gradient is 8.41¢
1)1”‘
b joncheck i« 0 for 6 must be displayed on to command window. According to the fig.
lk
twork

1Inu\va\ training system has been accomplished and known by the user neural ne

et ; oy
[pox I8 very useful to simulation of this right iris recognition.
(00H

Fig. 1.7 Mean square error of Feedforward NeuralNetwork
The results are found by the algorithm and we can get the number of epochs used and
which epoch gives the best result as shown in figure 1.7. As shown in fig. a plot of epoch MSE

has been plotted. The epochs get the best validation performance at epoch no. 2. The MSEW 15

helowest at this point and hereafter no significant changes take place and no further decrease
ukes place. Hencee this is the best validation performanceis 1532.6597 at cpoch 2. As shown 1n

fig 1.8. The training data are shown in the blue colour, validation is shown in blue colour, tes
data is shown in red colour and zero error is shown from the histogram.

Tt ot ay

Fig. [.8Fecdtorward Neural Network Gradientversus Epoch
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Fig.1.9 Regression plots for training, testing andvalidation of ANN

ation. and testing data. The dashed linc in cach

The four plots represent the training, valid

plot represents (he perfect result - outputs = argets. The solid linc represents the best fit lincar
on line between outputs and targets. The R value is an indication of the relationshtp

fLgess
| this indicates that there is an exact lincar relationship

wetween the outputs and targets. IR
between outputs and targets. 1T RIS Close 10 zero, then there is no lincar relationship between
(he training data indicates good fit. The validation and

aitputs and targets. For this example.
The scatter plot is helpfuln showing that

et results also show R values that greater than 0.9,

certain data points ave poor (its. As shown in figure. 1.9.

Conclusion
fhe proposcd methodology uses [.cvenberg arquardt feed forward network. Tramlm
b oflen the fastest back propagation algorithm the toolbox. According to the fig. 1.6 the

been accomplished and known by the user neural network

neural network tra
rl network training System has

I _ . . ' ion The re :
olbor is very useful to simulation of this right 1ris recognition [he results are found by the

i .
Lonthim and we can pet the number of epochs used and which epoch gives the best result as

‘Ul / - ' . ) VI ' . e “ o
M figure 17, I this paper grves the traiming ol peural network: tor deteetion ol right s

|
e whed databasce,
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